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1
SYSTEM AND METHOD FOR VERIFYING
MULTIPROTOCOL LABEL SWITCHING
CONTRACTS

RELATED APPLICATIONS

The present application is related to U.S. patent applica-
tion Ser. No. 13/401,060, filed Feb. 21, 2012, the contents of
which are incorporated herein in their entirety.

BACKGROUND

1. Technical Field

The present disclosure relates to Multiprotocol Label
Switching and more specifically to verification of Multipro-
tocol Label Switching contracts by measuring rates of
out-of-contract traffic.

2. Introduction

Service Level Agreements (SLA) typically allocate parts
of an overall circuit capacity to various Classes of Service
(CoSs). For example, in a 40 mbps circuit, an SLA may
include 4 mbps in CoS 1, 10 mbps in CoS 2, and 5 mbps in
CoS 3. These allocations are called Committed Data Rates
(CDRs), referring to the data transfer rates that an Internet
Service Provider (ISP) guarantees the virtual circuit will
carry.

Routers in the virtual circuit are generally configured to
process traffic according to the specified CDRs. Routers are
also configured to process excess traffic according to various
rules. These rules often depend on the CoS specified for the
particular traffic. For example, CoS 1 traffic is given absolute
priority for up to 1 mbps, but CoS 1 traffic in excess of 1
mbps is simply discarded. By contrast, excess traffic for
other CoSs is not generally dropped, but classified as out-
of-contract (or “Drop Eligible”), and forwarded if there is
sufficient overall capacity in the virtual circuit.

Because these rules affect the processing of traffic
between the customer-edge (CE) router and the provider-
edge (PE) router, it is very important that routers are
properly configured to apply the rules in accordance with the
SLA. Yet it can be extremely difficult to verify that routers
are properly configured to process traffic according to the
SLA. For example, the customer can schedule time-consum-
ing collaborations with the ISP to verify that the CE router
and the PE router are configured correctly. Here, the cus-
tomer stress tests the CE-PE link while an ISP technician
logged into the CE router looks at real-time reports of
classifications on the CE router. This can be an expensive
and time-consuming process.

A related verification can also be performed by collecting
and analyzing flow statistics, which can be used to determine
what information is sent to the CE router. However, flow
statistics do not present a complete picture, as flow statistics
do not provide information regarding how the CE router
classifies incoming packets. Thus, without additional infor-
mation, it is very difficult to determine whether the CE router
is improperly classifying packets as out-of-contract, in con-
travention to the SLA.

SUMMARY

Additional features and advantages of the disclosure will
be set forth in the description which follows, and in part will
be obvious from the description, or can be learned by
practice of the herein disclosed principles. The features and
advantages of the disclosure can be realized and obtained by
means of the instruments and combinations particularly
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pointed out in the appended claims. These and other features
of the disclosure will become more fully apparent from the
following description and appended claims, or can be
learned by the practice of the principles set forth herein.

The approaches set forth herein can be used to efficiently
and reliably verify service contracts by measuring rates of
out-of-contract traffic. For example, these approaches can be
used to determine how incoming packets are classified by a
customer-edge router. Moreover, this information can be
used in conjunction with flow data from the Multiprotocol
Label Switching (MPLS) router, which provides informa-
tion regarding the rate at which packets are sent to the
customer-edge router, to determine whether the customer-
edge router is configured properly, marking packets as
out-of-contract only when the specified committed data rate
is exceeded. This information can also be used to configure
the customer-edge router and/or calibrate the service con-
tract with the provider.

Disclosed are systems, methods, and non-transitory com-
puter-readable storage media for verifying service contracts
by measuring rates of out-of-contract traffic. The method is
discussed in terms of a system implementing the method.
The system determines, based on packet markings, a number
of network packets that are classified as out-of-contract by
a network device, wherein the packet markings indicate a
classification associated with respective network packets.
The packet markings can be, for example, Differentiated
Services Code Point markings. Moreover, the packet mark-
ings can indicate a class of service and an in-contract or
out-of-contract status assigned to respective network pack-
ets. Here, the system can look at the markings on packets to
identify packets classified as out-of-contract by the network
device, and measure the amount of traffic in excess of the
SLA allocation.

Next, the system measures network packets sent to the
network device. For example, the system can collect flow
statistics to determine the number and/or rate of network
packets sent to the network device. The system can also
inspect flow statistics collected on another device, such as a
router, to determine the number and/or rate of network
packets sent to the network device. In one aspect, the system
analyzes flow data from the MPLS router to determine the
rate at which video packets are sent to the customer-edge
router.

Finally, the system determines how the network device is
configured to classify incoming packets based on the num-
ber of network packets that are classified as out-of-contract
by the network device and the network packets sent to the
network device. The system can then verify that the network
device is configured to classify incoming packets according
to the SLA. Thus, the system can confirm both the amount
of traffic in excess of an SLA allocation and the configura-
tion of the network device. This information can then be
used, for example, to configure the network device and/or
calibrate the service contract with the provider.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to describe the manner in which the above-recited
and other advantages and features of the disclosure can be
obtained, a more particular description of the principles
briefly described above will be rendered by reference to
specific embodiments thereof which are illustrated in the
appended drawings. Understanding that these drawings
depict only exemplary embodiments of the disclosure and
are not therefore to be considered to be limiting of its scope,
the principles herein are described and explained with
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additional specificity and detail through the use of the
accompanying drawings in which:

FIG. 1 illustrates an example system embodiment;

FIG. 2 illustrates an exemplary Multiprotocol Label
Switching network infrastructure;

FIG. 3 illustrates an example of an Internet Protocol
packet;

FIG. 4 illustrates an exemplary Class of Service to Dit-
ferentiated Services Code Point mapping table; and

FIG. 5 illustrates an exemplary method embodiment.

DETAILED DESCRIPTION

Various embodiments of the disclosure are discussed in
detail below. While specific implementations are discussed,
it should be understood that this is done for illustration
purposes only. A person skilled in the relevant art will
recognize that other components and configurations may be
used without parting from the spirit and scope of the
disclosure.

The present disclosure addresses the need in the art for
verifying service contracts. A system, method and non-
transitory computer-readable media are disclosed which
verify service contracts by measuring rates of out-of-con-
tract traffic. A brief introductory description of a basic
general purpose system or computing device in FIG. 1,
which can be employed to practice the concepts, is disclosed
herein. A detailed description of verifying service contracts
by measuring rates of out-of-contract traffic will then follow,
accompanied by variations and examples. These variations
shall be discussed herein as the various embodiments are set
forth. The disclosure now turns to FIG. 1.

With reference to FIG. 1, an exemplary system 100
includes a general-purpose computing device 100, including
a processing unit (CPU or processor) 120 and a system bus
110 that couples various system components including the
system memory 130 such as read only memory (ROM) 140
and random access memory (RAM) 150 to the processor
120. The system 100 can include a cache 122 of high speed
memory connected directly with, in close proximity to, or
integrated as part of the processor 120. The system 100
copies data from the memory 130 and/or the storage device
160 to the cache 122 for quick access by the processor 120.
In this way, the cache provides a performance boost that
avoids processor 120 delays while waiting for data. These
and other modules can control or be configured to control the
processor 120 to perform various actions. Other system
memory 130 may be available for use as well. The memory
130 can include multiple different types of memory with
different performance characteristics. It can be appreciated
that the disclosure may operate on a computing device 100
with more than one processor 120 or on a group or cluster
of computing devices networked together to provide greater
processing capability. The processor 120 can include any
general purpose processor and a hardware module or soft-
ware module, such as module 1 162, module 2 164, and
module 3 166 stored in storage device 160, configured to
control the processor 120 as well as a special-purpose
processor where software instructions are incorporated into
the actual processor design. The processor 120 may essen-
tially be a completely self-contained computing system,
containing multiple cores or processors, a bus, memory
controller, cache, etc. A multi-core processor may be sym-
metric or asymmetric.

The system bus 110 may be any of several types of bus
structures including a memory bus or memory controller, a
peripheral bus, and a local bus using any of a variety of bus
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architectures. A basic input/output (BIOS) stored in ROM
140 or the like, may provide the basic routine that helps to
transfer information between elements within the computing
device 100, such as during start-up. The computing device
100 further includes storage devices 160 such as a hard disk
drive, a magnetic disk drive, an optical disk drive, tape drive
or the like. The storage device 160 can include software
modules 162, 164, 166 for controlling the processor 120.
Other hardware or software modules are contemplated. The
storage device 160 is connected to the system bus 110 by a
drive interface. The drives and the associated computer
readable storage media provide nonvolatile storage of com-
puter readable instructions, data structures, program mod-
ules and other data for the computing device 100. In one
aspect, a hardware module that performs a particular func-
tion includes the software component stored in a non-
transitory computer-readable medium in connection with the
necessary hardware components, such as the processor 120,
bus 110, display 170, and so forth, to carry out the function.
The basic components are known to those of skill in the art
and appropriate variations are contemplated depending on
the type of device, such as whether the device 100 is a small,
handheld computing device, a desktop computer, or a com-
puter server.

Although the exemplary embodiment described herein
employs the hard disk 160, it should be appreciated by those
skilled in the art that other types of computer readable media
which can store data that are accessible by a computer, such
as magnetic cassettes, flash memory cards, digital versatile
disks, cartridges, random access memories (RAMs) 150,
read only memory (ROM) 140, a cable or wireless signal
containing a bit stream and the like, may also be used in the
exemplary operating environment. Non-transitory com-
puter-readable storage media expressly exclude media such
as energy, carrier signals, electromagnetic waves, and sig-
nals per se.

To enable user interaction with the computing device 100,
an input device 190 represents any number of input mecha-
nisms, such as a microphone for speech, a touch-sensitive
screen for gesture or graphical input, keyboard, mouse,
motion input, speech and so forth. An output device 170 can
also be one or more of a number of output mechanisms
known to those of skill in the art. In some instances,
multimodal systems enable a user to provide multiple types
of input to communicate with the computing device 100.
The communications interface 180 generally governs and
manages the user input and system output. There is no
restriction on operating on any particular hardware arrange-
ment and therefore the basic features here may easily be
substituted for improved hardware or firmware arrange-
ments as they are developed.

For clarity of explanation, the illustrative system embodi-
ment is presented as including individual functional blocks
including functional blocks labeled as a “processor” or
processor 120. The functions these blocks represent may be
provided through the use of either shared or dedicated
hardware, including, but not limited to, hardware capable of
executing software and hardware, such as a processor 120,
that is purpose-built to operate as an equivalent to software
executing on a general purpose processor. For example the
functions of one or more processors presented in FIG. 1 may
be provided by a single shared processor or multiple pro-
cessors. (Use of the term “processor” should not be con-
strued to refer exclusively to hardware capable of executing
software.) Illustrative embodiments may include micropro-
cessor and/or digital signal processor (DSP) hardware, read-
only memory (ROM) 140 for storing software performing
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the operations discussed below, and random access memory
(RAM) 150 for storing results. Very large scale integration
(VLSI) hardware embodiments, as well as custom VLSI
circuitry in combination with a general purpose DSP circuit,
may also be provided.

The logical operations of the various embodiments are
implemented as: (1) a sequence of computer implemented
steps, operations, or procedures running on a programmable
circuit within a general use computer, (2) a sequence of
computer implemented steps, operations, or procedures run-
ning on a specific-use programmable circuit; and/or (3)
interconnected machine modules or program engines within
the programmable circuits. The system 100 shown in FIG. 1
can practice all or part of the recited methods, can be a part
of the recited systems, and/or can operate according to
instructions in the recited non-transitory computer-readable
storage media. Such logical operations can be implemented
as modules configured to control the processor 120 to
perform particular functions according to the programming
of'the module. For example, FIG. 1 illustrates three modules
Mod1 162, Mod2 164 and Mod3 166 which are modules
configured to control the processor 120. These modules may
be stored on the storage device 160 and loaded into RAM
150 or memory 130 at runtime or may be stored as would be
known in the art in other computer-readable memory loca-
tions.

Having disclosed some components of a computing sys-
tem, the disclosure now turns to FIG. 2, which illustrates an
exemplary Multiprotocol Label Switching network infra-
structure 200. The MPLS Network 202 is a network con-
figured to use Multiprotocol Label Switching (MPLS).
MPLS is a mechanism for directing data based on packet
labels rather than network addresses. MPLS allows one to
create virtual circuits through the Internet. With MPLS, each
packet is labeled with an MPLS value, which specifies the
packet’s MPLS path, and each router has a table indicating
how to handle packets with specific labels. Routers can then
make packet-forwarding decisions based on the contents of
the packet’s label. Thus, routers can direct data without
examining the packet header, which can be terribly ineffi-
cient.

The MPLS Network 202 includes a provider router 204
and two provider edge routers 206, 208. The provider router
204 communicates with the provider edge routers 206, 208,
which communicate with the customer edge routers 210,
212. The customer edge router 210 sits at the edge of the
network 224, which can include one or more networks. The
customer-edge router 212 sits at the edge of the network 226,
which similarly can include one or more networks. The
networks 224 and 226 can include a public network, such as
the Internet, but can also include a private or quasi-private
network, such as an intranet, a home network, a virtual
private network (VPN), a shared collaboration network
between separate entities, etc. The network 224 includes a
mobile phone 214 and a server 216, which are configured to
communicate with the customer-edge router 210. The net-
work 226 includes a Voice-over-IP (VoIP) phone 218, a
computer 220, and a Service Level Agreement (SL.A) moni-
tor 222. The networks 224 and 226 can also include one or
more additional routers, and one or more additional network
devices. The network devices can include virtually any
device with networking capabilities, such as computers,
phones, video game consoles, conferencing systems, net-
work media players, etc.

The mobile phone 214, server 216, VoIP phone 218,
computer 220, and/or SLA monitor 222 can include a
software module for monitoring network information and
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verifying service contracts. Similarly, the provider-edge
routers 206, 208 and/or the provider router 204 can include
a software module for monitoring network information
and/or verifying service contracts. For example, the pro-
vider-edge routers 206, 208 can be configured to serve as
SLA monitors. In one embodiment, the server 216 is an SLA
monitor configured to monitor the customer-edge router 210
and verify that the customer-edge router 210 is configured to
classify incoming packets according to an SLA. Here, the
server 216 can measure the number of network packets that
are classified as out-of-contract by the customer-edge router
210, based on packet markings. The server 216 can then
measure network packets sent to the customer-edge router
210 and determine how the customer-edge router 210 is
configured to classify incoming packets based on the num-
ber of network packets that are classified as out-of-contract
by the customer-edge router 210 and the network packets
sent to the customer-edge router 210. The packet markings
indicate how packets are classified by the customer-edge
router 210. The packet markings can be, for example,
Differentiated Services Code Point (DSCP) markings. The
customer-edge router 210 can classify packets according to
a Class of Service (CoS) and/or an in-contract or out-of-
contract status.

In another embodiment, the SLA monitor 222 is config-
ured to monitor the customer-edge router 212 and verify that
the customer-edge router 212 is configured to classify
incoming packets according to an SLA. In this aspect, the
SLA monitor 222 measures the number of network packets
that are classified as out-of-contract by the customer-edge
router 212, based on packet markings. The SL.A monitor 222
then measures network packets sent to the customer-edge
router 212 and determines how the customer-edge router
212 is configured to classify incoming packets, based on the
number of network packets that are classified as out-of-
contract by the customer-edge router 212 and the network
packets sent to the customer-edge router 212.

FIG. 3 illustrates an example of an Internet Protocol
packet 300. The first field is the Version field 302, which
indicates the format of the internet header. FIG. 3 describes
version 4. The Header Length field 304 indicates the length
of the internet header in 32-bit words. The Type of Service
(ToS) field 306 specifies various aspects of delivery quality.
To this end, the ToS field 306 includes parameters defining
the quality of service desired. These parameters define the
datagrams priority, which the ToS field 306 can use to
request a route for low-delay, high-throughput, or highly-
reliable service. In this example, the ToS field 306 is marked
with a Differentiated Services Code Point (DSCP). DSCP is
a field in an IP packet that enables different levels of service
to be assigned to network traffic. Specifically, DSCP iden-
tifies a particular per-hop behavior (PHB) to be applied to a
marked packet. The marked packet is then forwarded
according to the PHB associated with the DSCP. Typically,
the levels of service are defined by a Service Level Agree-
ment (SLA), which specifies the forwarding service that a
customer will receive.

The Total Length field 308 is the total length of the
datagram measured in octets. The Identification field 310
contains an identification tag assigned by the sender to help
reconstruct the packet from several fragments. The Flags
field 312 contains various control flags. Specifically, the
Flags field 312 includes a flag that specifies whether the
packet is permitted to be fragmented or not, and a flag
specifying whether more fragments of a packet follow. The
Fragment Offset field 314 identifies the position of a frag-
ment within the original packet.
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The Time-to-Live (TTL) field 316 indicates the number of
hops the packet is allowed to traverse across the network
before it expires. For example, a packet with a TTL of 8 will
be allowed to pass 8 routers or nodes across the network to
get to its destination before it is discarded. The Protocol field
318 indicates which process should receive the contents of
the data field. For example, the IP protocol field values 1, 6,
and 17 indicate Internet Control Message Protocol (ICMP),
Transmission Control Protocol (TCP), and User Datagram
Protocol (UDP), respectively. The Header Checksum 320 is
a value used in error detection.

The Source IP Address 322 indicates the source address
and the Destination IP Address 324 indicates the destination
address. The Options field 326 can be used to add optional
flags for testing, debugging, and security. The Options field
326 can include an Option-Type octet, an Option-Length
octet and a variable number of Option-data octets. The
Padding 328 can be added as a filler to ensure that the data
starts on a 32 bit boundary. Finally, the packet includes a
Data Field 330, which contains the actual data that the
packet is delivering to the destination.

Although the header in the IP packet 300 is shown as an
IP version 4 packet header, those of skill in the art can
understand that the principles disclosed herein can be
applied to other versions, such as an IP version 6 header.

FIG. 4 illustrates an exemplary Class of Service to Dit-
ferentiated Services Code Point mapping table 400. Service
Level Agreements (SLA) typically allocate parts of an
overall circuit capacity to various Classes of Service (CoS).
For example, an SLA can include 4 mbps in CoS 1 (audio),
10 mbps in CoS 2 (video), and 5 mbps in CoS 3 (data) in an
overall 40 mbps circuit. These allocations are called Com-
mitted Data Rates (CDRs).

Typically, CoS 1 traffic is given absolute priority up to 1
mbps, but CoS 1 traffic in excess of 1 mbps is simply
dropped. The other CoSs, however, are generally treated
different. When the queue for CoS 1 packets is empty, the
router will drain the queues for the other CoSs at a rate
proportional to their CDR. In the previous example, the
router would drain the CoS 2 queue twice as fast as it would
drain the CoS 3 queue, resulting in better performance for
packets in CoS 2 than CoS 3.

The CoSs other than CoS 1 are also treated differently
with respect to excess traffic. Instead of dropping excess
packets, the router classifies them as Out-of-Contract
(OOC), or “drop eligible,” and forward the excess packets if
the overall capacity is sufficient.

As previously mentioned, the DSCP field in an IP packet
enables different levels of service to be assigned to network
traffic. Here, the IP packet is marked with a DSCP marking
that reflects the packet’s CoS and in-contract or out-of-
contract status. Because different DSCP markings are used
when packets are classified as in-contract and out-of-con-
tract, the DSCP markings can be used to identify out-of-
contract traffic and/or measure the amount of CoS 2 and CoS
3 traffic in excess of the SLA allocation.

The mapping table 400 maps a Class of Service (CoS)
value (402) to a packet’s In-contract DSCP value (404) and
Out-of-Contract DSCP value (406). Accordingly, the map-
ping table 400 can be used to identify and/or measure
out-of-contract traffic based on DSCP markings As illus-
trated in FIG. 4, CoS 1 (408) traffic has a DSCP value of 46
(410) for in-contract traffic. CoS 1 (408) traffic in excess of
the SLLA allocation is dropped, as previously mentioned, and
therefore does not have a DSCP value for out-of-contract
traffic (412). CoS 2 (414) traffic has a DSCP value of 26
(416) for in-contract traffic and 28 (418) for out-of-contract
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traffic. Finally, CoS 3 (420) traffic has a DSCP value of 18
(422) for in-contract traffic and 20 (424) for out-of-contract
traffic.

The values shown in the mapping table 400 are provided
for illustration purposes. Those of skill in the art will
understand that the mapping table 400 can include additional
CoS values and/or different DSCP values for in-contract
and/or out-of-contract traffic.

Having disclosed some basic system components and
concepts, the disclosure now turns to the exemplary method
embodiment shown in FIG. 5. For the sake of clarity, the
method is discussed in terms of an exemplary system 100,
as shown in FIG. 1, configured to practice the method. The
steps outlined herein are exemplary and can be implemented
in any combination thereof, including combinations that
exclude, add, or modify certain steps.

In FIG. 5, the system 100 determines, based on packet
markings, a number of network packets that are classified as
out-of-contract by a network device, wherein the packet
markings indicate a classification associated with respective
network packets (502). The packet markings can be, for
example, DSCP markings. The packet markings can indicate
a class of service and an in-contract or out-of-contract status
assigned to respective network packets. Here, the system
100 can look at the DSCP markings on packets to identify
packets classified as out-of-contract by the network device.
The system 100 can then measure the amount of traffic in
excess of the SLA allocation.

The system 100 can send a test to the network device to
determine how the network device classifies incoming pack-
ets. For example, the system 100 can probe DSCP markings
across the network to detect the amount of traffic that is
in-contract and out-of-contract over time. In one embodi-
ment, the system 100 sends a number of probes (e.g., video,
audio, data, etc.) to the network device, with a TTL set so as
to elicit an ICMP TTL exceeded response from the network
device. The ICMP TTL exceeded response will reveal the
packet’s classification made by the network device. The
probes can be sent in perpetuity to obtain the rate of
out-of-contract packets over time. In one embodiment, the
system 100 sends video probes in perpetuity to get the rate
of out-of-contract video over time. Moreover, the probes can
be sent at a slow rate so as to not exceed a limiting rate
imposed on the network device for the generation of such
responses. For example, a router can be configured to limit
the rate at which it generates ICMP responses, dropping any
responses in excess. Accordingly, the probes can be sent at
a rate below the limiting rate configured for the router.

Next, the system 100 measures network packets sent to
the network device (504). For example, the system 100 can
collect flow statistics to determine the number and/or rate of
network packets sent to the network device. The system 100
can also inspect flow statistics collected on another device,
such as a router, a server, an SLA monitor, etc., to determine
the number and/or rate of network packets sent to the
network device. In one aspect, the system 100 inspects flow
statistics collected on the site MPLS router to measure the
number of network packets sent to the customer-edge router
connected to the MPLS router. The flow data from the MPLS
router can provide measurements regarding the rate at which
packets (e.g., audio packets, video packets, data packets,
etc.) are sent to the network device.

Finally, the system 100 determines how the network
device is configured to classify incoming packets based on
the number of network packets that are classified as out-of-
contract by the network device and the network packets sent
to the network device (506). The system 100 can then verify
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that the network device is configured to classify incoming
packets according to the SLA. Thus, the system 100 can
confirm both the amount of traffic in excess of an SLA
allocation and the configuration of the network device. This
information can then be used, for example, to calibrate the
SLA with the service provider.

In one embodiment, the system 100 sends probes to the
network device configured to elicit error responses from the
network device. The system 100 then analyzes the error
responses to identify the classifications made by the network
device (e.g., in-contract and out-of-contract classification).
The system 100 also uses flow data to determine the amount
of traffic sent to the network device. The system 100 then
verifies, based on the identified classifications and the
amount of traffic, that the network device is configured to
mark packets as out-of-contract only when a specified
threshold is exceeded. The specified threshold can be, for
example, a committed data rate. To obtain a value beyond
the committed data rate, the system 100 can also inject
additional traffic in the probes. For example, when sending
video probes, the system 100 can inject video traffic in
addition to the background video traffic in order to exceed
the committed data rate for video.

Embodiments within the scope of the present disclosure
may also include tangible and/or non-transitory computer-
readable storage media for carrying or having computer-
executable instructions or data structures stored thereon.
Such non-transitory computer-readable storage media can be
any available media that can be accessed by a general
purpose or special purpose computer, including the func-
tional design of any special purpose processor as discussed
above. By way of example, and not limitation, such non-
transitory computer-readable media can include RAM,
ROM, EEPROM, CD-ROM or other optical disk storage,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to carry or store
desired program code means in the form of computer-
executable instructions, data structures, or processor chip
design. When information is transterred or provided over a
network or another communications connection (either
hardwired, wireless, or combination thereof) to a computer,
the computer properly views the connection as a computer-
readable medium. Thus, any such connection is properly
termed a computer-readable medium. Combinations of the
above should also be included within the scope of the
computer-readable media.

Computer-executable instructions include, for example,
instructions and data which cause a general purpose com-
puter, special purpose computer, or special purpose process-
ing device to perform a certain function or group of func-
tions. Computer-executable instructions also include
program modules that are executed by computers in stand-
alone or network environments. Generally, program mod-
ules include routines, programs, components, data struc-
tures, objects, and the functions inherent in the design of
special-purpose processors, etc. that perform particular tasks
or implement particular abstract data types. Computer-ex-
ecutable instructions, associated data structures, and pro-
gram modules represent examples of the program code
means for executing steps of the methods disclosed herein.
The particular sequence of such executable instructions or
associated data structures represents examples of corre-
sponding acts for implementing the functions described in
such steps.

Those of skill in the art will appreciate that other embodi-
ments of the disclosure may be practiced in network com-
puting environments with many types of computer system
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configurations, including personal computers, hand-held
devices, multi-processor systems, microprocessor-based or
programmable consumer electronics, network PCs, mini-
computers, mainframe computers, and the like. Embodi-
ments may also be practiced in distributed computing envi-
ronments where tasks are performed by local and remote
processing devices that are linked (either by hardwired links,
wireless links, or by a combination thereof) through a
communications network. In a distributed computing envi-
ronment, program modules may be located in both local and
remote memory storage devices.

The various embodiments described above are provided
by way of illustration only and should not be construed to
limit the scope of the disclosure. For example, the principles
herein can be applied to different packet headers and clas-
sification markings. Those skilled in the art will readily
recognize various modifications and changes that may be
made to the principles described herein without following
the example embodiments and applications illustrated and
described herein, and without departing from the spirit and
scope of the disclosure.

I claim:
1. A method comprising:
sending, during a measuring period, a plurality of probes
from a first node in a network to a second node in the
network, the plurality of probes being configured to
elicit respective error responses from the second node;

receiving, at the first node, the respective error responses
from the second node, the respective error responses
being marked by the second node with respective
differentiated service code point values indicating
respective classes of service and respective out-of-
contract statuses;

based on the respective differentiated service code point

values and a table that maps each predetermined dif-
ferentiated service code point value to a particular class
of service and an out-of-contract status, determining,
by the first node, a number of packets in the respective
error responses that are classified by the second node as
out-of-contract for a class of service during the mea-
suring period;

measuring a total number of probes sent to the second

node during the measuring period;
verifying whether the second node is configured to clas-
sify incoming packets in accordance with a service
level agreement for the class of service based on the
number of packets that are classified by the second
node as out-of-contract for the class of service and the
total number of probes sent to the second node; and

based on the verification, performing one or more of
configuring the second node to classify packets accord-
ing to the service level agreement and/or calibrating the
service level agreement.

2. The method of claim 1, wherein the first node is at least
one of a router or a service level agreement monitor.

3. The method of claim 1, wherein each of the plurality of
differentiated services code point values is included in a
differentiated services code point field in a header of each
incoming packet.

4. The method of claim 1, wherein each of the plurality of
differentiated service code point values indicates a corre-
sponding class of service and one of an in-contract status or
an out-of-contract status.

5. The method of claim 1, wherein measuring the total
number of probes comprises measuring a rate of network
packets sent to the second node.
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6. The method of claim 1, further comprising:

measuring rates of out-of-contract traffic; and

verifying a multiprotocol label switching service contract

based on the rates of out-of-contract traffic.

7. The method of claim 1, further comprising:

analyzing the respective error responses to identify a

classification value generated by the second node;
using flow data from the first node to determine a rate of
traffic sent to the second node; and

based on the classification value and the rate of traffic,

verifying that the second node is configured to mark
packets as out-of-contract only when a specified thresh-
old is exceeded.

8. The method of claim 1, wherein each of the plurality of
probes is configured with a time-to-live value that exceeds
an expiration threshold associated with the second node.

9. The method of claim 1, wherein each of the respective
error responses comprises a time exceeded message.

10. The method of claim 1, wherein the plurality of probes
is sent to the second node at a rate below a limiting rate set
on the second node for generating error messages.

11. The method of claim 7, wherein the specified thresh-
old comprises a committed data rate.

12. The method of claim 7, further comprising sending an
amount of traffic over the specified threshold to the second
node.

13. A system comprising:

a processor; and

a computer-readable medium storing instructions
which, when executed by the processor, cause the
processor to perform operations comprising:

sending, during a measuring period, a plurality of
probes from a first node in a network to a second
node in the network, the plurality of probes being
configured to elicit respective error responses from
the second node;

receiving, at the first node, the respective error
responses from the second node, the respective error
responses being marked by the second node with
respective differentiated service code point values
indicating respective classes of service and respec-
tive out-of-contract statuses;

based on the respective differentiated service code
point values and a table that maps each predeter-
mined differentiated service code point value to a
particular class of service and an out-of-contract
status, determining, by the first node, a number of
network packets in the respective error responses
that are classified by the second node as out-of-
contract during the measuring period;

measuring a total number of probes sent to the second
node during the measuring period; verifying whether
the second node is configured to classify incoming
packets in accordance with a service level agreement
for the class of service based on the number of
network packets that are classified by the second
node as out-of-contract for the class of service and
the total number of probes sent to the second node;
and

based on the verification, performing one or more of
configuring the second node to classify packets
according to the service level agreement and/or
calibrating the service level agreement.

14. The system of claim 13, the computer-readable
medium storing additional instructions which, when
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executed by the processor, cause the processor to perform
further operations comprising:

analyzing the respective error responses to identify a

classification value generated by the network node;
using flow data from the first node to determine a rate of
traffic sent to the second node; and

based on the classification value and the rate of traffic,

verifying that the second node is configured to mark
packets as out-of-contract only when a specified thresh-
old is exceeded.
15. The system of claim 13, wherein each of the plurality
of differentiated services code point values is included in a
differentiated services code point field in a header of each
incoming packet.
16. The system of claim 13, wherein each of the differ-
entiated services code point values indicates a corresponding
class of service and one of an in-contract status or an
out-of-contract status.
17. A computer-readable storage device storing instruc-
tions which, when executed by a processor, cause the
processor to perform operations comprising:
sending, during a measuring period, a plurality of probes
from a first node in a network to a second node in the
network, the plurality of probes being configured to
elicit respective error responses from the second node;

receiving, at the first node, the respective error responses
from the second node, the respective error responses
being marked by the second node with respective
differentiated service code point values indicating
respective classes of service and respective out-of-
contract statuses;

based on the respective differentiated service code point

values and a table that maps each predetermined dif-
ferentiated service code point value to a particular class
of service and an out-of-contract status, determining by
the first node, a number of packets in the respective
error responses that are classified by the second node as
out-of-contract for a class of service during the mea-
suring period;

measuring a total number of probes sent to the second

node during the measuring period; verifying whether
the second node is configured to classify incoming
packets in accordance with a service level agreement
for the class of service based on the number of network
packets that are classified by the second node as
out-of-contract for the class of service and the total
number of probes sent to the second node; and

based on the verification, performing one or more of

configuring the second node to classify packets accord-
ing to the service level agreement and/or calibrating the
service level agreement.

18. The computer-readable storage device of claim 17,
storing additional instructions which, when executed by the
processor, cause the processor to perform further operations
comprising verifying that the second node is configured to
classify incoming packets according to the service level
agreement.

19. The computer-readable storage device of claim 17,
wherein the first node is one of a router or a service level
agreement monitor.

20. The system of claim 13, wherein the first node is at
least one of a router or a service level agreement monitor.

#* #* #* #* #*
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